
Understanding the Attack 
Surface for LLMs in Production
Training and deploying AI models lead to new vulnerabilities – from 
sensitive data exposure in the AI supply chain to prompt injection attacks. 
Here are some of the potential risks in a generative AI workflow.
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AI Model Discovery and 
Inventory

Posture and Risk 
Analysis

Data Exposure 
Prevention 

Discover deployed models across 
the different cloud environments. 
Project associated resources, and 
gain end-to-end visibility into your 
entire AI pipeline. 

Identify vulnerabilities in the AI sup-
ply chain faster. Find misconfigured 
models and related cloud resources 
that can lead to data exfiltration or 
organizational resource misuse. 

Apply data discovery and classifica-
tion capabilities specifically de-
signed for AI inference and training 
data. Receive alerts of potential data 
leaks or unauthorized access.
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Governance issues for AI 
model-managed data

Extraction attacks and 
runtime vulnerabilities

Sensitive, regulated, or 
copyright material exposure 
due to training data 
contamination

Data exposure and non-
compliant AI use cases

Overly broad permissions for 
AI apps and associated data

Deliberate data poisoning or 
negligence in the removal of 
sensitive data from training

Sensitive or regulated data 
exposure

Runtime vulnerabilities, 
sensitive data uploaded to 
models, prompt injection 
attacks

Potential data exposure 
from model access to 
organizational data

Model sprawl, supply 
chain vulnerabilities, 
unsanctioned 
technologies, 
compliance issues

Prompt

Model response


